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Task Vectors and Task Arithmetic

Figure 1: Task vector.

Figure 2: Task arithmetic by adding up two task vectors
for inference. No fine-tuning on the two tasks are needed.

Task vector is the difference between the fine-tuned
model and the pre-trained model.

∆ΨT = Ψ∗
T −Ψ(0), (1)

where Ψ∗
T is the model fine-tuned on (X , y) ∼ DT for

task T , and Ψ(0) is the pre-trained model.

Task arithmetic refers to adding a linear combination of
task vectors of different tasks.
Given Ψ(0) and a set of task vectors {∆ΨTi}i∈V ,

Ψ = Ψ(0) +
∑
i∈V

λi∆ΨTi , (2)

for the inference on the downstream task.
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Task Vectors and Task Arithmetic

Applications: multi-task learning, unlearning, and out-of-domain generalization in vision and
language generation tasks.

Advantage: No need of fine-tuning for new tasks.

Linear coefficient selection: Simple averaging [Ilharco et al.22,Wortsman et al.2022],
Fisher-weighted averaging [Metena & Raffel, 2022] for multi-task learning; negation for unlearning
[Ilharco et al.22].
Task vector construction: sparsification [Yadav et al.2023,Yu et al.24], linearization [Ortiz-Jimenez
et al.23].
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Task Correlations Affect Task Arithmetic

Experiments on Colored-MNIST dataset:
Classify the parity of digits.
Control the fraction of red/green digit colors for different task correlations/distributions.

Figure 3: Test accuracy (%) of Ψ = Ψ(0) + ∆ΨT1 + λ∆ΨT2 on task T1 and T2. Different task correlations ⇒ Different arithmetic coefficients.

Figure 4: Test Ψ = Ψ(0) + λ1∆ΨT1 + λ2∆ΨT1 on task T ′. T ′ shares a different distribution from T1 or T2. The optimal λ1 and λ2 generates
a model that outperforms any separately trained model Ψ∗

T1
and Ψ∗

T2
. T ′ and T1 are positively correlated; T ′ and T2 are negatively correlated.
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Problems to Solve

Q1: Can we provide generalization guarantees for task arithmetic?

Q2: How does task correlation quantitatively affect the performance of task arithmetic?

Q3: Why do the arithmetic operations of task vectors perform well for out-of-domain
generalization?
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Related Theoretical Works

Some works [Ginart et al.2019,Guo et al.2020,Neel et al.2021,Mu & Klabjan, 2024]
theoretically analyze the performance of machine unlearning from an optimization
perspective.

[Izmailov et al.2018,Frankle et al.2020] propose linear mode connectivity, concluding the
existence of a small-loss connected region in the loss landscape.

[Ortiz-Jimenez et al.23] study task arithmetic in model editing with the Neural Tangent
Kernel (NTK) framework to linearize the models.
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Problem Formulation

We study binary classification tasks that map each X = (x1, · · · , xP) to y ∈ {+1,−1}, where
xi ∈ Rd , i ∈ [P].
The learner model is considered as a one-layer nonlinear Transformer with Ψ as the set of
parameters, where W ,V ∈ Ψ are trainable,

f (X ; Ψ) =
1
P

P∑
l=1

a⊤
(l)Relu(

P∑
s=1

Vxssoftmaxl(xs⊤Wxl)). (3)

Data formulation: Let µT be the discriminative
pattern of T . Each token is chosen from {µT ,−µT }
or other irrelevant patterns. If y = 1 (y = −1), the
number of tokens equal to µT (or −µT ) is larger
than that of −µT (or µT ).

Figure 5: Data formulation.
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Theoretical Results (Multi-Task learning and Unlearning)

Let Ψ = Ψ(0) +∆ΨT1 + λ∆ΨT2 . β = Θ(1/d). Loss function ℓ(·): Hinge loss.
Define α = µ⊤

T1
µT2 as the correlation between T1 and T2.

α > 0, < 0, or = 0, corresponds to “aligned”, “contradictory”, or“irrelevant” relationship.
Ψ∗

T1
and Ψ∗

T2
are trained to achieve an ϵ generalization error on T1 and T2, respectively.

Theorem 1 (Success of Multi-Task Learning on Irrelevant and Aligned Tasks)

Then, as long as α ≥ 0 and λ ≥ 1 − α+ β, we have a desired multi-task learning performance
with Ψ, i.e., E(X ,y)∼DT1

ℓ(X , y ; Ψ) ≤ Θ(ϵ) + |λ| · β, and E(X ,y)∼DT2
ℓ(X , y ; Ψ) ≤ Θ(ϵ).

Theorem 2 (Success of Unlearning on Irrelevant and Contradictory Tasks)

As long as α ≤ 0 and −Θ(α−2) ≤ λ ≤ 0,we have a desired unlearning performance with Ψ,
i.e., E(X ,y)∼DT1

ℓ(X , y ; Ψ) ≤ Θ(ϵ) + |λ| · β, and E(X ,y)∼DT2
ℓ(X , y ; Ψ) ≥ Θ(1).
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Theoretical Results (Out-of-Domain Generalization)
Out-of-domain generalization on the task T ′, given task vectors of tasks {Ti}i∈VΨ

. Suppose
all µTi are orthogonal to each other,
the discriminative pattern of T ′ is µT ′ =

∑
i∈VΨ

γiµTi + κ · µ′
⊥ with µ′

⊥ ⊥ {µTi}i∈VΨ
,

not all γi are zero.

Figure 6: An illustration of
µT ′ .

Theorem 3 (Out-of-domain generalization using task arithmetic)

Let Ψ = Ψ(0) +
∑

i∈VΨ
λi∆ΨTi , λi ̸= 0. Then, for some c ∈ (0, 1) and

all i ∈ VΨ, and a non-empty region of λi , i ∈ VΨ, where
∑

i∈VΨ
λiγi ≥ 1 + c ,∑

i∈VΨ
λiγ

2
i ≥ 1 + c,

|λi | · β ≤ c ,

(4)

we have E(X ,y)∼DT ′ ℓ(X , y ; Ψ) ≤ Θ(ϵ).
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Theoretical Results (Efficiency)

Recall that W ,V ∈ Ψ. ∆WT = W ∗
T − W (0), ∆VT = V ∗

T − V (0).

Corollary 1 (Low-rank Approximation)

For any task T defined above, there exists rank-1 ∆WLR and ∆VLR , such that

∥∆WT −∆WLR∥F ≤ M · ϵ+ 1
logM

, and ∥∆VT −∆VLR∥F ≤ Θ(ϵ), (5)

Corollary 2 (Sparsification)

Let ui be the i-th row of ∆VT . Then, for a constant fraction of ui , we have ∥ui∥ ≥ Ω(m−1/2);
for the remaining neurons, we have ∥ui∥ ≤ O(m−1/2ϵ) (pruning these neurons still ensures
Theorems 1-3 to hold.)
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Experiments

Image classification on Colored-MNIST with ViT-Small/16
Consider a merged model Ψ = Ψ(0) + λ1∆ΨT1 + λ2∆ΨT2 constructed by two task vectors
for the targeted task T ′. We estimate γ1 ≈ 0.792, γ2 ≈ −0.637.
The result justifies the sufficient conditions in Theorem 3.

(A) (B)
Figure 7: (A) The heatmap of the testing accuracy on T ′ using the merged model Ψ. The black dot is the
baseline, while the green cross is the best λ1, λ2. (B) The red region satisfies (4), while the blue region does not.
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Experiments

Language generation with Phi-3-small (7B)
Given “Harry Potter 1” (HP1), “Harry Potter 2” (HP2) by J.K. Rowling, and “Pride and
Prejudice” (PP) by Jane Austen.
Estimate task correlations α̂(Ψ∗

T1
,Ψ∗

T2
) = EX [Sim(f (X ; Ψ∗

T1
), f (X ; Ψ∗

T1
))]. HP1 and HP2

are semantically similar, while PP is less aligned with HP1 or HP2.
Unlearning THP1 can effectively degrade the performance of the aligned (THP2) as well,
while the degradation on the less aligned (TPP) is relatively smaller.

Figure 8: Rouge-L scores of THP1 THP2, and TPP by Ψ = Ψ(0)′ + λ · ∆ΨLR
HP1 using low-rank task vector ∆ΨLR

HP1 (Phi-3-small).
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Summary

We quantitatively characterize the selection of arithmetic hyper-parameters and their
dependence on task correlations so that the resulting task vectors achieve desired
multi-task learning, unlearning, and out-of-domain generalization.

We also demonstrate the validity of using sparse or low-rank task vectors.

Theoretical results are justified on vision models and large language models.

Future work: analyzing task vectors in more complex models and designing more robust
task vector selection methods.
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